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Performing the task is easy, and in the
future the interaction with software will

be mostly AI mediated.

This shifts the  focus from a “HOW”
problem to a “WHY” problem.

Are we asking the right questions? 
Are we envisioning data correctly ? 

Are we thinking rationally? 

And mostly:  what does  this even
mean/imply?

Statistical 
Thinking
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Moore’s Law











Build our hypothesys
H0 (null hypothesis) and H1 (alternative hypothesis) approach

Be bold make choices and commit

A good hypothesis is one  that can be easily proved wrong if this is the case
Hypothesis are never “just true”, but rather they hold true until falsified





Type I Error (False Positive)
Definition: A Type I error occurs when the null hypothesis is incorrectly rejected when it is actually true. In other
words, it's concluding that there is an effect or difference when, in reality, there isn't one.

Probability Notation: The probability of making a Type I error is denoted by α (alpha), which is also known as the
significance level of the test.

Common Significance Levels: Researchers often choose α = 0.05 (5%), meaning there's a 5% risk of rejecting the null 

Type II Error (False Negative)
Definition: A Type II error happens when the null hypothesis is incorrectly accepted (i.e., failing to reject it) when the
alternative hypothesis is true. Essentially, it's not detecting an effect or difference that actually exists.

Probability Notation: The probability of making a Type II error is denoted by β (beta).
Power of a Test: The power of a statistical test is defined as 1 - β. It represents the probability of correctly rejecting
the null hypothesis when the alternative hypothesis is true.

Example Continued: If the new drug truly has a higher recovery rate than the existing drug (H₁ is true), but the study
fails to detect this difference and concludes that there's no significant improvement, a Type II error has occurred.



The traditional alpha level of p<0.05p < 0.05p<0.05 has been widely debated in statistical research due to several limitations and
critiques:

Arbitrariness of the Threshold: The cutoff of p<0.05p < 0.05p<0.05 is often seen as arbitrary, originating from historical
practices rather than from rigorous reasoning about significance. This threshold does not reflect the variability and context of

different research fields, which may require more or less stringent standards.

Dichotomization of Results: Setting a strict binary of "significant" or "not significant" based on p<0.05p < 0.05p<0.05 can lead
to oversimplification. This dichotomy can obscure important information and fails to convey the strength of the evidence,

potentially ignoring valuable data that barely misses the threshold.

Reproducibility Crisis: Relying heavily on p<0.05p < 0.05p<0.05 has contributed to reproducibility issues in science. Studies that
achieve significance by a narrow margin are often hard to replicate, as they might reflect sample-specific noise rather than a

true effect.

Overemphasis on Statistical vs. Practical Significance: Achieving p<0.05p < 0.05p<0.05 does not imply that an effect is
practically significant or meaningful. Small sample sizes or specific conditions can produce statistically significant results that

have little practical relevance.

Encouragement of "P-Hacking": The pressure to reach p<0.05p < 0.05p<0.05 may lead to practices like p-hacking or selective
reporting, where researchers make data-driven adjustments or only report analyses that meet the significance threshold.

Misinterpretation of P-Values: There is a common misconception that a ppp-value indicates the probability that the null
hypothesis is true. Instead, it only reflects the probability of observing data as extreme as the sample if the null hypothesis were

true. The p<0.05p < 0.05p<0.05 threshold often fuels this misunderstanding.

Alternatives to p<0.05p < 0.05p<0.05 include using Bayesian methods, adjusting for multiple comparisons, or reporting confidence
intervals alongside effect sizes to provide a fuller picture of the data and its practical implications







Variable units measures

Gender M/F freq and %

Age years mean±SD

Height Weight BMI Cm, Kg mean±SD

Diagnosis
Categ non bin

TLE,JME,
CAE,GTCA.....

freq and %

Age at diagnosis years mean±SD

SF y/n freq and %

DR y/n freq and %

Variable units measures

years of education years mean±SD

Age years mean±SD

Height Weight BMI Cm, Kg mean±SD

Seizures/year number mean±SD

number of ASM number mean±SD 

ASM type
Categ non bin

LEV,CBZ,LTG,VPA...
freq and %

Hospetalization/y Number mean±SD









Number of seizures is mostly non normally distributed 



Some measures are limited due to ceiling and floor effects



Number of ASM is more an ordinal than continuous variable and 
is better suited to draw cathegories, simillarly also other

variables such as years of education.



Some variables are most usefull as filtering variables
i.e. DR or SF



Variable combination



Variable transformation-normalization

Trade off-normal distribution vs easy to comprehend







What do we want to  know

How will we assess it

What is our statistic plan



Does the new ASM (Na ch blocker) effect HRV ?

What are the  cardiac effects of a new
ASM (Na ch blocker)?



EKG  HRV
Demographic and
Epilepsy related 

variables
....
..
.



Placebo

Half-dose

Full-dose

4 weeks
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HRV-T1

Half-dose
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Placebo T0
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HRV-T0 HRV-T1

HRV-T0 HRV-T1

HRV-T0 HRV-T1Half-dose

Full dose

Placebo Alpha error 0.05

Alpha error 0.05

Alpha error 0.05

15% chance of rejecting null hypothesis incorrectly 

T test takes you all the way?Pa
ti

en
ts

Demografic Epilepsy HRV-T0

OutcomeCovariates

HRV-T1

Half-dose

Full dose

Placebo



ANOVA rmANOVA

rmANOVA-two way ANCOVA



Dimensions of our data
Pa
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Demografic Epilepsy HRV-T0

OutcomeCovariates

HRV-T1

Half-dose

Full dose

Placebo

Placebo T0

Half T0

Full T0

Placebo T1

Half T1

Full T1

Covariates

Categorical
variables





What do we want to  know

How will we assess it

What is our statistic plan



We want to
investigate what

influences survival
rate in SE

Is Survival different
in patients with
high vs low IL-6?

What are the factors
that relate with survival?



IL-6

Survival (months)



     How do we study survival statistics?



Dimensions of our data

Pa
ti

en
ts

Demografic Survival months IL-6

Outcome
Explanatory variableCovariates

High IL-6

Low IL-6





What do we want to  know

How will we assess it

What is our statistic plan



We want to
investigate TLE and

NPS functions

Does TLE affect NPS
assessment in PwE

Are EEG alterations in
the temporal lobe linked
to NPS assessment in TLE

patients.



HD-EEG 
qEEG analisys
Connectivity

NPS test
EPI-Track

ACE-III
....
..
.



 No plan is not an answer
Machine learning is generic and not an answer

Let’s talk about it and try to anticipate possible
problems



Questionaires, tests and the concept of latent constructs





Dimensions of our data

Pa
ti

en
ts

Demografic NPS EEG NchXmeasuresxband

Outcome
Explanatory variableCovariates



Problems?
 Multiple outcome measures

 Large EEG dataset many entries
 No clear classes to perform inference

Solutions?
      Collapse and reduce outcome measure

on one recoded variable.

       Use ML or formulate clear cut
hypothesys and test it.

 Use normal values of NPS test to define
pathologic and non patologic and create

multiple binary variables



What if i have to many desired outcomes?

i.e. Quolie31, BDS-II, GAD,  MMSE, ACE-R, FAB score







Use PCA to obtain 1 recoded variable that loads most of the explained
variance.

We can have a single variable continuouse that summarizes NPS tests useful as
an outcome for ML





Use KNN to obtain recoded classes .
We can obtain classes of test performance





What if i have to many explanatory variables?

i.e. clinical variables, EEG (ChannelxMeasurexBand)



Perform a clear
Hypothesis based on

data and test it.

i.e People with
pathological Epitrack
will manifest higher

Theta and Delta Power

Go narrow

Scientific and clean approach

Multiple hypothesis and cherry-picking is not very scientific 



Develop a
comprehensive model.

i.e what are the main
EEG predictors of my

ddesired outcome using
machine learning.

Go Wide

Comprehensive and avoids the problem of multiple
comparisons

Overfitting can be a serious problem













The perfect database 
Avoid redundancy: grow in complexity not just  in size

Use unique identifiers (i.e Statepi_JL_exp1_T1)

Atomicity: scorporate complex data (i.e LEV1000mg= ASM->LEV, dose->1000mg/day)

Avoid NAs (in large datasets consider imputation)

Mitigate typing errors (multiple choices, ore use redcap)

Use easy index variables(index variables are at the heart of statistics, create groups to test, here is where you
can think and come up with interesting things)

Do not be afraid to simplify (“Seizure with LOC and subtle clonic jerks of the pinky of the right foot” is not a
variable LOC(Y/N) is a varianle)

One subject/One condition/One time = one ROW

Back up the Back ups of your Back up





Thank
you


